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Abstract :  As the technology is emerging Computers are getting better at solving some very complex problems and advances in 

computer vision. In the face of extremely fast-growing data with no obvious laws, the traditional feature engineering methods 

are becoming more and more compact. With the development of Deep Learning technology we do not need to manually extract 

features, by migrating deep neural network experience in image recognition a deep learning model for human activity 

Recognition based on video input and training a model to predict the actions performed and achieve better accuracy. Human 

action recognition is necessary for various computer vision applications that demand information about people’s behavior, 

including surveillance for public safety, human computer interaction applications, and robotics. The proposed method shows 

consistent superior performance and has good generalization performance, when compared with state-of-the-arts. 

 

IndexTerms - Deep Learning, Activity Recognition, Computer Vision, Machine Learning. 

 

I. INTRODUCTION 

 

In recent years, automatic human activity recognition has drawn much attention in the field of video analysis technology due to 

the growing demands from many applications, such as surveillance environments, entertainment and healthcare systems. In a 

surveillance environment, the automatic detection of abnormal activities can be used to alert the related authority of potential 

criminal or dangerous behaviors. Similarly, in an entertainment environment, the activity recognition can improve the human 

computer interaction. Furthermore, in a healthcare system, the activity recognition can help the rehabilitation of patients, such as 

the automatic recognition of patient’s action to facilitate the rehabilitation processes. There has been numerous research efforts 

reported for various applications based on human activity recognition, and healthcare applications. This proposed model uses 

deep learning for human acclivity Recognition based on video input - given a set of labelled videos, train a model so that it can 

give a label/prediction for a new video. Here, the label might represent what is being performed in the video, or what the video is 

about. Human action recognition is necessary for various computer vision applications that demand information about people’s 

behavior, including surveillance for public safety, human computer interaction applications, and robotics. Due to high recognition 

accuracy and easy deployment, video-based human action recognition techniques have got more research attention and been 

widely applied into lots of industrial applications. 

 

II. LITERATURE SURVEY 

 

[1] Human activity recognition is a core problem in intelligent automation systems due to its far-reaching applications including 

ubiquitous computing, health-care services, and smart living. In this paper, we posit the feature embedding from deep neural 

networks may convey complementary information and propose a novel knowledge distilling strategy to improve its performance. 

More specifically, an efficient shallow network, i.e., single-layer feed forward neural network (SLFN), with handcrafted features is 

utilized to assist a deep long short-term memory (LSTM) network. On the one hand, the deep LSTM network is able to learn 

features from raw sensory data to encode temporal dependencies. On the other hand, the deep LSTM network can also learn from 

SLFN to mimic how it generalizes. Experimental results demonstrate the superiority of the proposed method in terms of 

recognition accuracy against several state-of-the-art methods in the literature. 

 

[2] This review article surveys extensively the current progresses made toward video-based human activity recognition. Three 

aspects for human activity recognition are addressed including core technology, human activity recognition systems, and 

applications from low-level to high-level representation. In the core technology, three critical processing stages are thoroughly 

discussed mainly: human object segmentation, feature extraction and representation, activity detection and classification 

algorithms. In the human activity recognition systems, three main types are mentioned, including single person activity recognition, 

multiple people interaction and crowd behavior, and abnormal activity recognition.  

Finally the domains of applications are discussed in detail, specifically, on surveillance environments, entertainment environments 

and healthcare systems. [4] The model presents a residual learning framework to ease the training of networks that are substantially 

deeper than those used previously. We explicitly reformulate the layers as learning residual functions with reference to the layer 

inputs, instead of learning unreferenced functions. On the ImageNet dataset we evaluate residual nets with a depth of up to 152 

layers---8x deeper than VGG nets but still having lower complexity. An ensemble of these residual nets achieves 3.57% error on 

the ImageNet test set. [5] A fused convolution layer without loss of performance, but with a substantial saving in parameters that it 

is better to fuse such networks spatially at the last convolutional layer than earlier, and that additionally fusing at the class 

prediction layer can boost accuracy.  
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III. PROPOSED SYSTEM 

 

 

A deep learning model is developed to detect a person actions and emotion like walking, jogging, running, boxing, hand waving 

and hand clapping using Convolutional neural network. Neural networks process information in a similar way the human brain 

does. The network is composed of a large number of highly interconnected processing elements (neurons) working in parallel to 

solve a specific problem. Neural networks learn by example. They cannot be programmed to perform a specific task.  Machine 

learning is a subfield of artificial intelligence (AI). The goal of machine learning generally is to understand the structure of data 

and fit that data into models that can be understood and utilized by people. Although machine learning is a field within computer 

science, it differs from traditional computational approaches. In traditional computing, algorithms are sets of explicitly 

programmed instructions used by computers to calculate or problem solve. Machine learning algorithms instead allow for 

computers to train on data inputs and use statistical analysis in order to output values that fall within a specific range. Because of 

this, machine learning facilitates computers in building models from sample data in order to automate decision-making processes 

based on data inputs. 

 

The dataset contains 599 videos – 100 videos for each of the 6 categories .With these dataset we will perform following 

process: 

 Downloading, extracting and pre-processing a video dataset. 

 Dividing the dataset into training and testing data.  

 Create a neural network and train it on the training data. 

 Test the model on the test data. 

 

 The data is obtained from the online source. Further we will resize the image for future use. Image resizing, or image scaling, is a 

geometric image transformation which modifies the image size based on an image interpolation algorithm. The video dataset 

contains six types of human actions (boxing, handclapping, hand waving, jogging, running and walking) performed several times 

by 25 different subjects in 4 different scenarios - outdoors *s1*, outdoors with scale variation *s2*, outdoors with different 

clothes *s3* and indoors *s4*. The model will be constructed irrespective of these scenarios. 

 

Fig 1. Frames of each actions walking, jogging, running, boxing, hand waving and handclapping. 

There are a total of 6 categories - boxing, handclapping, hand waving, jogging, running and walking. One of the most important 

part of the project was to load the video dataset and perform the necessary pre-processing steps. A class (Videos) that had a 

function called (read_videos()) that can be used to for reading and processing videos. We were able to build an artificial 

convolutional neural network that can recognize images. Split the dataset into train and test dataset and Finally train the model 

using training dataset. Multiple convolutional and pooling layers are stacked together.  

The aim of the project is to create a model that can identify the basic human actions like running, jogging, walking, clapping, 

hand-waving and boxing. The model will be given a set of videos where in each video, a person will be performing an action. The 

label of a video will be the action that is being performed in that particular video. The model will have to learn this relationship, 

and then it should be able to predict the label of an input (video) that it has never seen. Technically, the model would have to learn 

to differentiate between various human actions. These are followed by some fully-connected layers, where the last layer is the 

output layer. The output layer contains 6 neurons (one for each category). The network gives a probability of an input to belong to 

each category/class. Finally, the model that performed the best on the validation data is loaded. Once the model has been trained it 

is possible to carry out testing. During this phase a test set of data is loaded. This data set has never been seen by the model and 

therefore its true accuracy will be verified. Finally, the saved model can be used in the real world. The weights of the model which 

gave the best performance on the validation data were loaded. The model was then tested on the test data and the results were 

obtained. 
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Fig 2. Convolutional Neural Network (CNN) 

 

Convolutional Neural Networks (CNN) is networks specially designed to deal with images or more generally with translation 

invariant data. Current applications include a wide variety of image classifiers, CNNs are beginning to be reconsidered as a good 

alternative to recurrent networks when using sequential data. The feature extraction technique is applied on the dataset the train 

and test data are obtained. The model is trained with train data and test data and the test data is used to validate the model .The 

algorithm used is CNN as the model is trained and tested the results are obtained .The action performed  is predicted and  the 

performance, accuracy is achieved.  

 

 

 

 

 

 

 

Fig 3. Human Activity Recognition Model 

 

The Fig 3 describes the steps involved in human action recognition model. The input video is given as input to the model once the 

video is processed the detection of human and segmentation of frames is performed. Then the features are extracted from the 

model finally the activity is recognized and this model works efficiently in detecting actions. The  activation function to be used 

for  processing each  layer. ReLU is proven to work best with deep neural networks because of its non-linearity, and its property 

of avoiding the vanishing gradient problem. The weights of the model which gave the best performance on the validation data 

were loaded. The model was then tested on the test data. 
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IV. RESULT 

 

 

 

Fig 4. A graph showing the accuracy of training and testing data of Human Activity Recognition Model. 

 

The activity recognition model achieved a maximum accuracy by detecting the actions when the input is loaded from the dataset. 

Performance analysis is a type of operational analysis that consists of a collection of fundamental quantitative relationships 

between performance variables. Each video was given as an input to the model, the model processed each frames in the video and 

the action was detected and resulted the output. The above graph shows that the train and test data were evaluated by which the 

model achieved a good performance. 

 

V. CONCLUSION 

In this paper, we conceptually proposed a model for human activity recognition in videos by using convolution neural network 

algorithm, the model is trained and tested on different inputs. The dataset consist of activities performed by human, as each video 

is processed in individual frames the activity is recognized. The proposed model shows superior performance and has good 

generalization performance on the used dataset. For our future work direction, we may explore further the problem of data 

imbalance in real-life human activity recognition application. 
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